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Abstract 

Mergers and Acquisitions (M&A) have become crucial strategies for business growth, 

expansion, and optimization. However, the complex nature of M&A transactions with vast 

amounts of data to process and analyze, makes it increasingly challenging to make informed 

decisions. From deal sourcing and due diligence to post-merger integration, traditional machine 

learning (ML) and deep learning (DL) approaches have enormous potential for automating and 

enhancing the M&A process.  

This research investigates how classic machine learning models and deep learning architectures 

can be effectively applied to different stages of the M&A function and judicial cases. We 

explore the applications, challenges, and the future potential of these models in enhancing 

decision-making and efficiency in M&A activities. 

Keywords: Mergers & Acquisitions, Traditional Machine Learning, Deep Learning, Deal 
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1. Introduction  

Mergers and acquisitions (M&A) have long been key strategies for businesses striving to scale, 

diversify, or gain a competitive edge. The M&A process typically involves several key stages: 

deal sourcing, due diligence, valuation, risk assessment, negotiations, and post-merger 

integration. Each of these stages involves complex data analysis and decision-making, 

traditionally relying on human expertise, intuition, and limited historical data. However, with 
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the exponential growth of available data , M&A functions have seen significant transformations 

as a result of breakthroughs in artificial intelligence (AI), particularly in machine learning (ML) 

and deep learning [15,1].  

In the last decade, technological advancements, especially in machine and deep learning, have 

introduced new ways of enhancing the Mergers & Acquisitions function. These models promise 

to provide more accurate predictions, uncover hidden patterns in large datasets, and streamline 

processes like due diligence and risk assessment. The integration of these technologies into 

Mergers & Acquisitions workflows presents an opportunity for firms to make data-driven 

decisions, automate repetitive tasks, and mitigate risks [7]. 

Machine learning-based models and techniques, including supervised and unsupervised 

models, have been applied in many areas of M&A, while deep learning models, which are 

capable of processing large, complex datasets, are becoming increasingly relevant. This paper 

examines how both traditional ML models and deep learning algorithms are reshaping the 

M&A functions, making processes more efficient, accurate, and scalable [2]. 

Rapid improvements in Natural Language Processing and Machine Learning can be very 

beneficial to build prediction models that can reveal patterns driving judicial decisions or 

regulatory decisions in merger situations. Such models’ prediction can be utilized as a tool. 

Lawyers, judges and regulators can speed-up the decision-making process by identifying cases 

and extract patterns leading to certain decisions.  

 

Research has been conducted focusing primarily on big data analytics in terms of mergers and 

acquisitions. This research emphasizes the importance of big data analytics in corporate events 

like mergers and acquisitions. How it can impact the transactional analytics comprises of the 

data sources include the target, the company, third-party data, statistical algorithms, and 

quantitative analysis. This can provide in depth a view and can trigger quicker decision-making 

ability. The first steps of any M&A activity are to figure out the target [6].  

Analytics can help to form a pattern they looked at various aspects such as wider playing field, 

allowing for comparisons, combinations, or the elimination of duplicate resources to assist 

optimizing income and saving costs. Due diligence Due of competitiveness, timeframes have 

been exceptionally short. Such analytics play a vital role while one can derive the statistics 

based on company data available in structured and unstructured format and can drive for 

quicker action i.e. a company is a fit for acquisition at the first stage itself.  During due 
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diligence, one can figure out the potential target's customer base based on data analytics, 

compare it to their own customer base, and find areas and chances for cross-selling and up-

selling [16]. 

2. Literature Review 

Mergers and Acquisitions advisory services are a significant source of revenue for investment 

banks. This is one of the core functions that enable investment banks to facilitate capital 

formation, financial advisory services, manage risks, and support clients in achieving their 

strategic and financial objectives. 

Mergers and Acquisitions are a fundamental activity for investment banks. The entire M&A 

process required comprehensive analysis of market and regulatory requirements. One of the 

key challenges that investment banks always encounter during the M&A process is Regulatory 

and Financial Risk along with M&A approval from regulatory body. Investment banks counsel 

clients on mergers, acquisitions, divestitures, and other strategic transactions.  This includes 

identifying possible targets or purchasers, appraising companies, negotiating terms, and 

supporting the deal process from due diligence to closure [7]. 

Significant advancements in data science have opened new boulevards for the analysis of 

massive amounts of unstructured data, including merger decision reports. Although some 

research has anticipated judicial decisions using Natural Language Processing (NLP) and 

Machine Learning (ML) approaches, text-based prediction of merger decision outcomes is still 

underdeveloped. 

Mergers and acquisitions (M&A) present numerous challenges, both during the negotiation and 

integration phases. Here are some key challenges: Cultural Differences, Integration of 

Operations, Financial Risk, Regulatory Hurdles, Legal and Compliance Risks, Post-Merger 

Performance. Navigating these challenges successfully needs careful planning, good 

communication, strong leadership, and an emphasis on cultural integration and operational 

synergy realization [3]. 

Despite the importance of due diligence in M&A, there's a lack of research on effective risk 

management strategies, early warning signals for deal failure, and methods to improve due 

diligence processes. 

2.1. Literature Review for Machine Learning 
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Machine learning (ML) has become a game-changer in mergers and acquisitions (M&A), 

providing businesses with unmatched chances to enhance decision-making, streamline 

operations, and gain deeper insights. The use of machine learning algorithms, businesses may 

expedite labor-intensive processes like target identification, financial forecasting, risk 

assessment, and due diligence. Processing enormous amounts of both structured and 

unstructured data enables companies to find important trends, reduce risks, and make well-

informed strategic choices in extremely changing contexts. Furthermore, by automating 

repetitive tasks and lowering the possibility of human error, machine learning (ML) greatly 

improves accuracy and efficiency. For example, predictive analytics offers insights into the 

operational and financial synergies of a possible merger or acquisition, while natural language 

processing (NLP) enables the quick study of contracts, financial reports, and legal papers. 

Cutting-edge methods, such anomaly detection, improve compliance monitoring and fraud 

prevention by making sure that ethical and legal issues are fully considered [23]. 

Machine learning (ML) models are especially useful for cross-border M&A transactions when 

legal, cultural, and market-specific aspects are involved since they can handle big and 

complicated datasets that would be too much for traditional manual approaches to handle. 

Businesses can further improve their M&A strategy by gaining a more comprehensive 

awareness of market trends and sentiment through the integration of external data sources, 

including news, social media, and competition information. But there are still difficulties. 

High-quality data availability, sophisticated computing power, and proficiency in the creation 

and analysis of machine learning models are necessary for successful deployment. Gaining the 

trust of stakeholders and decision-makers, particularly during regulatory evaluations, depends 

on the transparency and explainability of ML outputs [5,24].  

The potential uses of ML technologies in M&A will grow as they develop further. There is 

potential for more complex simulations, deal structuring, and integration planning in emerging 

fields like reinforcement learning, generative models, and hybrid machine learning techniques. 

Businesses who make investments in ML-driven M&A strategies now stand to earn a 

substantial competitive edge and establish themselves as pioneers in using technology to handle 

the challenges of business expansion. In summary, ML is a strategic enabler that revolutionizes 

how businesses approach M&A, not just a tool for improving operational efficiency [4,24].  

Long-term value creation is ultimately fueled by machine learning (ML), which gives firms the 

ability to negotiate the intricacies of contemporary marketplaces with increased agility, 
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accuracy, and confidence by opening new capabilities and insights. Hence Machine Learning 

models excel at structured data analysis, their impact is amplified when combined with deep 

learning for unstructured data, offering a more comprehensive approach to M&A [25]. 

This research explains a comprehensive study on predicting the outcome of cases heard by the 

European Court of Human Rights based purely on textual content. In the binary classification 

model, the textual material collected from cases were utilized as input, and the goal output was 

the actual judgment verifying whether or not there was a breach of an article of the Convention 

on Human Rights. The word sequences approach was utilized for textual information such as 

N-grams and subjects. Models predicted the court's rulings with 79% accuracy. They were able 

to provide enough evidence in their research that the most important predictor is the formal 

facts of a case. The future scope of study will focus on qualitative analysis, with topical 

substance of a case serving as another crucial component in exploring the relationship.  

According to the doctrine of legal realism, the stimulus of the facts has a considerable impact 

on court decisions [9] . 

 

Author examines the predictability of European Commission merger policy and its changes 

after the 2004 reform, using a comprehensive dataset of mergers notified to the EC between 

1990 to 2014. Data was collected at a precise level, concentrating on the product and 

geographical market combination impacted by a merger. A non-parametric random forest 

model was used to forecast the European Commission's evaluation of competition issues 

arising in affected markets as a result of the merger. The research reveals that the random forest 

model outperforms LPM models, correctly predicting 80% and 90% of non-competitive 

concerns. However, the LPM models exhibited poor performance, with a prediction ratio 

ranging from 16% to 44%. The LPM models incorrectly forecasted a drop in the European 

Commission's assessment after the 2004 reform. In contrast, random forests accurately 

predicted 60% of minority class cases both before and after the reforms. It is not true that EC 

Comp’s merger policy decreased post-reform [10].  

 

Artificial intelligence applications in banking and many other industries have developed due 

to breakthrough technology, cloud computing, "big data (or high dimensional data)," and 

hitherto unknown levels of data accessibility. Algorithmic trading, robo-advisory, 

underwriting, credit scoring, process automation, and security all use machine learning.   
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Authors were the forerunners in using text data to predict merger activity. They classified US 

firms as merger targets and acquirers by analysing annual company reports and form 10-K SEC 

filings’ section on MD&A (Management Discussion and Analysis). This study used ML models 

trained on n-gram representations, example includes term frequency-inverse document 

frequency (tf-idf) and bag-of-words (BoW), as textual features to predict M&A activity with 

regularized logistic regressions. This investigation demonstrates that the word and phrase 

attributes can provide significantly stronger acquirer prediction accuracy than the form alone. 

In summary, it was concluded that text regression is a valuable technique for predicting key 

corporate events such as mergers and acquisitions and studying their drivers [12]. 

 

Author defines in his study the LASSO model is the most effective way of predicting the 

merger activity. The vast amount of data generated in structured and unstructured format can 

provide valuable insights. Machine Learning AI applications are expected to save banks $447 

billion by 2023.  Given the benefits that AI provides to finance, their study primarily focused 

on applying supervised machine learning to the Mergers and Acquisitions function, one of the 

core revenues generating function of investment banking in financial industry. In past Merger 

activity prediction was hard to predict but with the granular data holds information about the 

company can be utilized by machine learning NLP model and produce favourable results. This 

were not possible using the financial variables only. In general, anti-trust economists favour 

tougher merger regulations to safeguard consumers. For example, a company's increasing 

market dominance may result in higher costs, lower incomes, and worse living conditions. 

Antitrust officials' ability to spot and punish collusion to encourage competition is beneficial 

to society. Horizontal mergers are rarely viewed as socially desirable, but vertical mergers are. 

By looking at merger retrospectives, one can empirically answer the question of how to enforce 

horizontal mergers: which mergers hurt consumers by reducing competition [11]. 

 

Coase (1937) was one of the pioneering advocates of the theory that technological 

advancements facilitate takeover activity. Gort's (1969) model suggests that economic shocks, 

such as market disequilibrium, can result in comprehensive industry reorganization. Jovanovic 

and Rousseau (2001, 2002) established the Q-theory of takeovers based on Gort's concept. This 

theory suggests that technological and economic advancements create more opportunities for 

corporate growth. These advancements can lead to the redistribution of capital to more efficient 

and profitable companies. For scenarios that do not fall into these categories, regularization 
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and the selection of predictive criteria may disclose circumstances that have not previously 

been identified [11].  

 

Using LASSO with TF-IDF for text regression provided better results than financial variables 

alone. The study showed poor performance can predict merger likelihood, as struggling firms 

are likely to reach takeover targets. Tf-idf was more effective for prediction than bag-of-words. 

AI-based modeling offers valuable insights and solves problems that were previously difficult, 

leveraging rich text data to provide missing information. Text data has the potential to enhance 

research in applied finance and economics, which are transitioning to AI-driven advancements. 

[11]. 

The primary constraints of [11] work is definitional, because it necessitates a more stringent 

definition of accuracy, including the usage of sensitivity and specificity. Sensitivity evaluates 

the percentage of correctly identified actual mergers, whereas specificity assesses the accuracy 

of predicting non-mergers among companies that did not merge. Enhanced programming 

capabilities are needed for future studies, affecting the interpretation of the prediction model. 

Using bi-gram phrases could offer more insights but may cause memory and computational 

issues [14]. 

2.2. Literature Review for Deep Learning 

Deep learning plays an increasingly significant role in mergers and acquisitions (M&A), such 

as enhancing decision-making and optimizing various aspects of the process. Areas where deep 

learning significantly contributing such as natural language processing (NLP) analyse 

contracts, company report, financial reports, and legal documents to identify risks, obligations, 

and opportunities. This assessment includes public opinion about target companies within 

social media, news articles, and earnings calls. It can identify patterns in market data to predict 

future trends and the potential value of deals.  

 

Neural networks process historical financial data to forecast performance and evaluate 

synergies between companies. Models identify potential acquisition targets by comparing 

industry trends, company profiles, and strategic goals.  

 

Deep learning processes large datasets to monitor competitors’ M&A activities, helping 

companies stay ahead in strategic planning. Also assesses compliance with antitrust laws, trade 



Pankaj Gupta/University Journal of Research: Computer Science and Applications, Volume 1 (2025) 

 
 

© University Journal of Research: Computer Science and Applications, Vol 1, 2025, published by Faculty of Computer 

Applications, Ganpat University. All right reserved.                                                                                                                156 

 

regulations, and industry-specific rules. This can finally help to evaluate the outcomes of 

different deal structures. 

 

Advancements in deep learning, including explainable AI and generative models, will further 

enhance M&A by improving transparency, reducing costs, and providing deeper insights into 

complex datasets. 

 

This research embraces the Dynamic Convolutional Neural Network (DCNN) to represent 

phrases. The network accepts input words of various lengths and generates a feature graph over 

them that it can specifically represent short and long-term relationships. Multiple layers of 

convolutional and dynamic pooling techniques generate a structured feature graph from the 

input phrase.  Small filters in higher layers can detect syntactic or semantic linkages between 

non-continuous phrases that are far apart in the input sentence.  The feature graph generates a 

hierarchical structure similar to a syntactic parse tree. The structure is internal to the neural 

network and is not based solely on grammatical links. They experiment with the network in 

four different configurations.  The first two tests seek to predict the emotional content of movie 

reviews. Both binary and multi-class experiments show that the network outperforms 

competing approaches.  The final exercise consists of sorting questions into six groups.  The 

fourth experiment involves predicting the emotion of Twitter tweets via remote monitoring.  

The network is trained on 1.6 million tweets, which are automatically classified based on their 

emoticons. [17]. 

 

In this research work, the author investigated and fine-tuned the BERT model to improve 

document classification. Two main contributions: First, they accomplished cutting-edge 

document classification by fine-tuning BERT.  Secondly, they demonstrate that BERT may be 

reduced to a more straightforward neural model that provides competitive accuracy at a reduced 

computational expense. Distilled LSTMre gmodel achieves BERTbase parity on most datasets 

proving 30 times compression (number of parameters) and 40 times faster interface time. The 

future study can be more specific to model compression techniques [20]. 

The research examined different components within Transformer-based models for long 

document classification. Transformers have historically faced criticism regarding their 

capability for long document classification. Researcher has often used documents with 512 

token sizes, which are relatively short. Using sparse attention and hierarchical encoding 
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strategies, Transformer-based Long Document Classification (TrLDC) approaches seek to 

lessen the computing burden of conventional transformers for encoding lengthier documents. 

Hence their research was mainly focusing on long document dataset.  Experiments were 

conducted on 4 different dataset covering local, global aspects of sparse attention and document 

splitting strategy (Hierarchical transformer). When models are able to process longer text 

lengths, MIMIC-III and three other datasets (ECtHR, 20 News, and Hyperpartisan) show 

notable performance improvements. First, on MIMIC-III, a sparse attention model 

(Longformer) that can process up to 4096 tokens performs competitively when compared to 

CNN-based models.  Its effectiveness is maintained by employing a moderately sized local 

attention window (e.g., 128) and a modest number (e.g., 16) of evenly selected tokens with 

global attention to increase stability and efficiency without sacrificing efficacy. Second, 

compared to all CNN-based models, hierarchical Transformers perform noticeably better.  The 

technique employed to split a text into sections that can be encoded by models that have already 

been trained is crucial to its success. Splitting a document into tiny overlapping segments (e.g., 

128 tokens) works well, even though the ideal segment length varies based on the dataset.  In 

conclusion, these experiments refute the complaints made about Transformers' ability to 

classify lengthy documents [18]. 

 

Study meticulously examined various design options pertaining to the pretraining of BERT 

models. To increase performance, they recommend training the model on longer sequences, 

eliminating the next sentence prediction target, training on larger batches over longer periods 

of time, and dynamically changing the masking pattern. Their revised pretraining approach, 

RoBERTa, produces cutting-edge results applied on datasets; GLUE, RACE, and SQuAD 

without the need for further data for SQuAD or multi-task finetuning for GLUE.  These results 

show that BERT's pretraining goal is still competitive with recently proposed alternatives and 

emphasize the importance of previously overlooked design choices [19]. 

Researchers focused on non-sarcastic social media content and offers a novel method for 

sentiment classification in fake news identification. This suggested model seeks to identify the 

minute variations in sentiment that are suggestive of misleading material by leveraging BERT's 

powerful contextual representation skills and enhancing its functionality with word embedding 

features. To comprehend the intricate relationships between words and their context in the 

given text, the model was painstakingly created. Its effectiveness is evaluated by comparing it 

to two alternative models: a BERT model that does not use word embedding information, and 
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for natural language processing, a common sequential model is the Long Short-Term Memory 

(LSTM) model. A large dataset of non-sarcastic social media content is used to train and 

evaluate the models. According to the research findings, the proposed BERT-based model with 

word embedding features outperforms the LSTM model and the BERT model without word 

embedding features in terms of false news detection accuracy. Performance indicators like F1 

score, recall, accuracy, and precision were used to demonstrate the model's performance [21,5]. 

A strong hybrid deep learning model for stock price forecasting is presented in this work.  The 

suggested method combines a bidirectional long-short term memory (Bi-LSTM) neural 

network, multi-layer vision, and an attention mechanism.  Using attention mechanisms for 

improved feature extraction, this synergistic model is intended to identify complex patterns in 

historical stock data.  The efficacy of the hybrid model is shown through empirical validation, 

highlighting its potential as a potent instrument for precise and dynamic stock price forecasts. 

[22]. 

 

Table 1: Summary of Literature Review on comparison of the Machine Learning model 

Paper 

No.  

Approach         Key Findings  Dataset Results Future 

Research 

Routledge 

et al. 

2017 [12] 

Predicting 

Mergers and 

Acquisitions 

Using Text 

Regression 

-(BoW) and tf-idf for 

features. 

-word and phrase 

features from the text 

provided rather form 

data alone. 

-A valuable tool for 

predicting key corporate 

events and their 

underlying factors. 

-Company 

reports 

-SEC 

filings 

(MD&A 

section) 

-Thomson 

Reuters' 

SDC 

Platinum 

database. 

-

Compustat. 

Predicting 

mergers and 

acquisitions 

can be done 

effectively 

with text 

regression. 

None 

Aletras et 

al. 2016 

[9] 

Using 

Natural 

Language 

Processing to 

Predict 

European 

Court of 

Human 

Rights 

Decisions 

- A binary classification 

model predicts European 

Court of Human Rights 

rulings based on case 

textual content. 

-Formal facts of a case. 

-Company 

reports 

-Form 10-

K"  

file with the 

SEC. 

The model 

achieved 79% 

accuracy in 

predicting 

whether a 

human rights 

violation 

occurred. 

 

Qualitative 

analysis 

and 

exploring 

topical 

content as 

a key 

feature. 
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Pauline et 

al. 2019 

[10] 

EU Merger 

Policy 

Predictability 

using 

Random 

Forests 

-2004 reform led to a 

shift from structural 

indicators (e.g., market 

share, HHI) to 

competitiveness 

-Random Forest models 

performed better. 

-did not become less 

stringent after the 

reform. 

-European 

commission 

website 

database 

Random 

Forest models 

correctly 

predicted 60% 

of the minority 

class cases of 

both pre- and 

post-reform. 

None 

Jiang et 

al. 2021 

[11] 

Machine 

Learning for 

Merger 

Analysis 

-The LASSO model for 

effective merger 

prediction. 

-AI applications in 

finance are projected to 

save banks $447 billion 

by 2023, particularly in 

the Mergers and 

Acquisitions sector of 

investment banking. 

-Granular company data, 

more accurate than 

financial variables. 

-The study references 

historical economic 

theories by Coase and 

Gort, suggesting that 

technological 

advancements and 

economic disruptions 

drive corporate takeovers 

and market 

reorganizations. 

-US SEC 

filings 

-Company 

reports 

- LASSO and 

tf-idf for text 

regression 

gave greater 

results and 

better 

interpretability 

than utilizing 

only financial 

variables. 

Machine 

learning 

can be 

used to 

solve 

previously 

tough 

problems 

and 

provide 

insights 

that 

previous 

datasets 

could not. 

 

 

Table 2: Summary of Literature Review on comparison of the Deep Learning model 

Paper 

Title 

and 

Year  

Approach  Key Findings  Dataset Results Future 

Research 

Denil et 

al. 2014 

[17] 

Single CNN 

for modelling, 

visualization, 

and 

-DCNN feature 

graph capturing 

short and long-

range relationships, 

-Twitter 

sentiment 

dataset. 

DCNN 

outperforms 

in predicting 

emotions in 

movie 

Classification, 

summarization 

& 

visualization 

of document 
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summarization 

of documents. 

a syntactic parse 

tree. 

-Small filters at 

higher layers 

identify syntactic 

and semantic 

connections 

between distant 

phrases, enabling 

nuanced phrase 

analysis. 

-Effectively 

classifies questions 

into six types and 

predicts emotions in 

tweets, leveraging 

1.6 million auto-

labelled tweets 

through distant 

supervision. 

-IMDB 

movie review 

data set 

reviews, both 

in binary and 

multi-class 

classification 

tasks. 

-Proposed 

model 

summaries 

are 82%-83% 

accurate 

when using 

the Naïve 

Bayes 

method. 

structure can 

be further 

exploited. 

- Same model 

can be trained 

using 

unlabeled 

data. 

Adhikari 

et al. 

2019 

[20] 

BERT Model 

for Document 

Classification.  

-BERT achieved 

top-tier performance 

-BERT was distilled 

into a simpler 

LSTM model with 

competitive 

accuracy. 

-Reuters  

-AAPD 

-IMDB 

-Yelp 

The distilled 

model offered 

30x 

parameter 

compression 

and 40x faster 

inference 

time. 

-Explore 

advanced 

model 

compression 

techniques 

-Examine 

distillation 

effects across 

various neural 

network 

architectures. 

Dai et 

al. 2022 

[18] 

Revisiting 

Transformers 

for Long 

Document 

Classification  

 

-TrLDC effectively 

tackles limitations 

in processing 

extended texts by 

employing sparse 

attention and 

hierarchical 

encoding. 

- Longformer 

processes up to 

4096 tokens and 

produces 

competitive 

performance on 

MIMIC-III with 

optimized local 

MIMIC-III, 

ECtHR,  

20 News, and 

Hyperpartisan  

-Segmenting 

documents 

into small 

overlapping 

chunks (e.g., 

128 tokens), 

outperform 

CNN-based 

models across 

diverse 

datasets. 

-Substantial 

performance 

improvements 

noticed. 

None 
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(128) and global 

(16) attention 

settings for 

enhanced efficiency 

and stability. 

Yinhan 

et al. 

2019 

[19] 

 

Optimizing 

BERT's 

pretraining 

through 

extended 

training, larger 

batches, 

dynamic 

masking, and 

simplified 

objectives led 

to the 

development 

of RoBERTa, 

achieving 

state-of-the-art 

performance. 

-Extended training 

time, larger batches, 

longer sequences, 

and dynamic 

masking enhance 

BERT's 

performance. 

-Removing the next 

sentence prediction 

boosts efficiency 

without 

compromising 

effectiveness. 

-Highlights 

overlooked design 

choices and 

reinforced BERT's 

competitive 

pretraining 

objective. 

-GLUE,  

-RACE,  

-SQuAD 

-CC-NEWS 

State-of-the-

art outcomes 

were 

achieved 

without the 

need for 

multi-task 

fine-tuning or 

additional 

data. 

None 

Anusha 

et al. 

2024 

[21]  

Hybrid 

Method for 

Fake News 

Detection 

- Sentiment 

classification to 

identify bogus 

news, with a focus 

on non-sarcastic 

social media 

content. 

-The proposed 

model enhances 

BERT by 

incorporating word 

embedding features 

to capture subtle 

sentiment variations 

indicative of 

misleading material. 

-The BERT-based 

model with word 

embeddings 

outperformed both a 

BERT model 

without word 

-Non-

sarcastic 

social media 

content. 

-Political 

News 

-world news. 

The BERT-

based model 

demonstrated 

superior 

performance 

in fake news 

detection. 

- Additional 

data 

augmentation 

approaches, 

domain 

adaption 

methods, and 

sophisticated 

pretraining 

tactics for 

diverse 

datasets. 

-Fine-tune of 

hybrid model 

for more 

precise data 

segregation 
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embeddings and a 

Long Short-Term 

Memory (LSTM) 

model. 

Chen, 

Q et al 

2020 

[22] 

RNN LSTM 

framework 

-The study presents 

a robust model 

combining attention 

mechanisms, multi-

layer perceptron, 

and bidirectional 

LSTM (Bi-LSTM) 

for stock price 

forecasting. 

-The attention 

mechanism 

improves feature 

extraction, enabling 

the model to capture 

complex patterns in 

historical stock data. 

Yahoo 

Finance 

provides four 

categories of 

datasets: 

historical 

stock prices, 

technical 

indicators of 

stock closing 

prices, natural 

resource 

prices, and 

historical data 

for the 

Google index. 

-Strong 

performance 

in stock price 

prediction. 

- Potential for 

accurate and 

dynamic 

forecasting 

-Evolutionary 

algorithms, 

Genetic 

Algorithms 

(GA) and 

(PSO), to 

autonomously 

select the key 

features and 

Find the 

appropriate 

parameters for 

the deep 

learning 

model. 

- Stacked 

latent 

attention to 

examine AM's 

internal 

structure. 

-Explore 

GMDH neural 

networks. 

Keenan 

Venuti 

2019 

[13] 

Graph based 

Deep learning  

-Popular graph 

machine learning 

framework 

“GraphSAGE” was 

used. 

-The model 

achieved an 

accuracy of 81.79% 

-Potentially graph-

based models can 

generate profit or 

excess return, in 

financial markets 

 

- Wikidata Proposed 

model has 

achieved 

81.79% 

accuracy  

- Time-series 

data is 

introduced 

into the graph 

dataset, and 

GNNs are 

used, with link 

prediction 

performance 

evaluated at 

each stage. 

 

Numerous studies have clearly demonstrated that bias and fairness as significant concerns 

when it comes to implementing the Artificial Intelligence and machine learning model. 

Research has shown that biased data can lead to unfair decision outcomes, raising concerns 
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about the fairness of the decision-making processes. The lack of transparency in deep learning 

models also poses many serious concerns, leading to potential issues in decision accountability. 

3. Conclusion and Future Enhancement 

This paper provides a thorough examination of both classic machine learning (ML) and 

advanced deep learning (DL) approaches that are relevant to mergers and acquisitions. By 

analyzing multiple algorithms, including Random Forest, Support Vector Machines, and 

various neural network architectures, the paper underscores the transformative role of artificial 

intelligence in enhancing predictive accuracy, efficiency, and insight extraction in M&A 

processes. Traditional models offer interpretability and computational efficiency, while deep 

learning models shine in processing complex, high-dimensional data. The hybrid integration 

of these methodologies can significantly improve decision-making in financial forecasting, risk 

assessment, and target evaluation within M&A frameworks. 

This research can be expanded in various promising ways. Models' resilience and real-time 

flexibility may be improved by using non-traditional data sources like news analytics, social 

media sentiment, and ESG scores. Developing interpretable deep learning models will be 

crucial for stakeholder trust and regulatory compliance in high-stakes financial decisions.  
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