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Abstract 

This paper describes the design and development of an AI-powered fitness chatbot using NLP 

techniques to promote fitness. A conversational agent offering help and advice on exercise 

regimens, diets, and anything exercise/fitness related. The proposed chatbot uses this approach 

with a neural network from the Keras library, with Dense layers that use ReLU for essential 

patterns and Softmax for categorizing intents. Tokenizing and stemming with a Bag of Words 

(BoW) model match user queries with the intents Further, SpaCy increases response 

effectiveness through linguistic similarity. It uses Streamlit for the front-end to create an easily 

understandable user interface. This paper discusses how the frameworks of AI, ML, and NLP 

could complement each other to better improve the impact and convenience of personalized 

fitness consultations and the help of professionals. 
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1. Introduction 

The fitness industry has grown dramatically as more and more individuals are interested in 

customized workout plans according to their requirements and time intervals. There is a 

problem providing one-on-one coaching for everybody, given the constraints of time and 

resources. By using AI-powered chatbots, it is possible to provide anyone with fitness advice 

tailored to an individual's requirements. 
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This is a fitness-themed chatbot developed based on the techniques of artificial intelligence, 

machine learning, and natural language processing. It was engineered with Keras, which is the 

deep learning framework that utilizes sequential architecture, consisting of Dense layers for 

fully connected neural networks with Dropout layers designed to prevent overfitting so that the 

model functions well on new inputs. The activation functions used within the hidden layers 

include ReLU and are used to discover complex patterns. The output layer has a Softmax 

activation function, producing a probability distribution that helps in predicting user intent. 

The chatbot analyzes user inputs using the techniques of tokenization and lemmatization, 

transforming text into an orderly format. It uses a BoW methodology to categorize input and 

also forecast the most closely aligned intent. In addition, it integrates the language model of 

SpaCy to augment understanding by comparing the user input with set patterns, thus sharpening 

the precision of the responses. 

The front-end is developed using Streamlit, which provides an intuitive interface where users 

can ask questions and receive fitness advice immediately. Artificial intelligence, machine 

learning, and natural language processing are integrated into the chatbot to provide customized 

fitness coaching, making it more accessible and scalable for user needs. 

Achieving fitness goals can be a difficult task due to some challenges. PT often is expensive, 

and not easily accessible, and many people can't find workout programs tailored specifically to 

their needs. These challenges prevent people from maintaining regular fitness regimens or 

getting the right guidance they need to improve their well-being. Traditional fitness coaching 

strategies are limited when it comes to cost, accessibility, and scalability. 

A fitness chatbot, developed by using a deep learning architecture, particularly by exploiting 

the use of Artificial Intelligence (AI), Machine Learning (ML), and Natural Language 

Processing (NLP), can address such limitations. By implementing the deep learning model, 

which has been designed with Keras, the fitness chatbot offers instant customized fitness 

recommendations and workout strategies. It makes use of neural networks, which include 

Dense and Dropout layers with functions of ReLU and Softmax activation. This allows the 

chatbot to better understand users and predict what they need. Such a service using artificial 

intelligence will free users from cost and accessibility-related obstacles and grants them entry 

to expert fitness advice at any moment, helping more people stay on track with their fitness 

goals. 
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The primary objective behind this manuscript is to generate a fitness chatbot that functions 

using ML and NLP to create an immersive space for users. The chatbot is supposed to supply 

users with tailored fitness suggestions by providing specific recommendations based on the 

contribution made by individual users toward understanding what people should do or engage 

in terms of workout exercises that help them reach their goals. It encourages direct interaction, 

enabling users to pose questions and get answers directly on fitness-related questions to 

improve the user's experience in general. Furthermore, the chatbot will track the development 

of users and thus motivate them, much in the same way a personal trainer does. Utilizing a 

deep learning architecture built with Keras, the chatbot will combine methods such as 

tokenization, lemmatization, and a neural network that incorporates Dense and Dropout layers 

to understand and correctly classify user intent. The chatbot aims to make professional fitness 

advice more accessible and convenient for its users to remove barriers of cost and availability 

while making such guidance available to individuals anytime, anywhere. Through this, the 

chatbot tries to make the fitness journey more enjoyable, informative, and sustainable for its 

users. 

The study provides significant contributions to the domains of health and wellness because it 

examines the possibility of augmenting fitness training with an AI-driven fitness chatbot in its 

assistance. It integrates Machine Learning and Natural Language Processing to make the 

chatbot interact with users and enable more meaningful interactions between the users and their 

fitness experiences. The provision of real-time contextual motivation by the chatbot is likely 

to improve the fitness outcome because it encourages users to keep up with their workout 

routines. Additionally, by using a deep learning architecture built with Keras, this chatbot 

interprets the intent of the user and comes up with responses that are tailor-made according to 

individual needs and may thus better enable the achievement of health objectives in users. This 

shows the promise that AI-based solutions can have in revolutionizing fitness coaching by 

providing unbiased expert support, making them more accessible and effective at promoting 

healthier lifestyles. 
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2. Literature review 

Artificial Intelligence and Natural Language Processing have transformed personal fitness 

guidance, providing users with actual suggestions appropriate to their goals, abilities, or 

preferences. As accessible fitness solutions continue to gain more momentum, the demand for 

real-time fitness coaching has been fulfilled through AI-based chatbots by addressing the 

barriers and limitations common to traditional fitness requirements, namely cost, accessibility, 

and time. These systems will provide advice from professionals who could guide people about 

workout routines, nutrition, and wellness in an intuitive and interactive chatbot interface. 

This is a significant benefit of AI-powered fitness chatbots: they work 24/7 and are available 

to the user anytime for advice and guidance. Instead of time-bound results that humans require, 

an AI chatbot immediately provides feedback on user progress. On top of that, gamification 

features let AI chatbots reach users more engagingly as they reward and motivate consistent 

usage (Rahman et al., 2020). This method has been very successful in helping individuals 

adhere to exercise routines and achieve their health goals. 

It has been found that AI chatbots help design workout routines and propose plans for working 

out. For example, Hernández and Sadeghi (2021) conducted a study to understand how AI-

based fitness chatbots are capable of developing workout routines about users' preferences, 

levels of fitness, and workout progress. The studies revealed the way AI-powered chatbots 

continuously analyze user data and change workout plans about their fitness outcomes. These 

systems integrate machine learning models to process user information, adjust training 

intensity, and recommend exercises that fit users' real-time feedback. 

Li et al. (2020) proposed an AI model that adjusts workout programs dynamically based on 

real-time user interactions. Their research discovered that AI-based recommendations lead to 

increased engagement and adherence to fitness programs. AI integration with wearable devices 

like smartwatches and fitness trackers has further enhanced fitness personalization by capturing 

real-time metrics such as heart rate, step count, and sleep patterns (Liu et al., 2021). AI-based 

analytics process these metrics to adjust fitness routines to ensure users receive optimized 

workout plans tailored to their needs. 

Besides improved fitness, AI-based chatbots have also been used in physical therapy and 

rehabilitation. Mlle et al. (2020) elaborated on the role of AI-driven chatbots in patient recovery 

where they offered personalized exercise advice, monitoring of progress, and real-time 
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feedback. In that study, the result obtained indicated that AI chatbots can enhance patient 

compliance with rehabilitation exercises and recovery rates due to the regularity of therapies. 

Similarly, Cheng et al. (2019) studied the impact of AI chatbots on physical activity and fitness 

behavior, focusing on their capabilities to give wellness advice, workout plans, and 

motivational influence. This study showed that AI chatbots make it easier for users to 

participate, monitor their progress, and receive instant feedback on maintaining personal 

fitness. 

NLP-based conversational agents are highly promising for encouraging adherence to exercise 

plans. Xu et al. (2019) observed that the NLP-driven chatbots and empathetic responses 

enhanced the maintenance of regular schedules of workouts among the users. Similarly, 

Bickmore et al. (2018) stressed the significance of relational agents in building trust between 

the user and the AI chatbot in adhering to their personalized fitness plan. 

NLP is one of the vital components in the AI fitness chatbots, through which they understand 

and respond to user queries like humans. Recent NLP models, such as GPT and BERT, have 

improved interactions with chatbots by enhancing contextual understanding (Devlin et al., 

2019). This model enables the AI chatbots to analyze the input from users, interpret their intent, 

and generate accurate responses relevant to their queries. 

Another important feature of NLP is sentiment analysis, which improves user interaction. 

Morris et al. (2020) discussed the application of sentiment analysis in AI fitness chatbots, 

showing how these systems change their tone and suggestions according to the emotional state 

of the user. This feature allows AI chatbots to offer more empathetic and supportive 

interactions, especially for users who are experiencing a lack of motivation. 

Furthermore, reinforcement learning techniques have been applied to optimize exercise 

recommendations. Chung et al. (2021) proposed a reinforcement learning-based fitness chatbot 

that learns from user feedback over time, continuously refining workout plans to maximize 

user engagement and effectiveness. The chatbot analyzes past interactions to adapt its 

recommendations, ensuring they remain relevant and aligned with user goals. 

Integrating AI with IoT has enabled many new avenues of fitness tracking and guidance. For 

instance, wearable devices fitness trackers, and smartwatches record real-time data from users 

that AI-based systems analyze to develop personalized fitness suggestions. Liu et al. (2021) 
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discussed how analytics driven by AI improve personalization in fitness: processing biometric 

data, monitoring progress, and adjusting workout schedules accordingly. 

By integrating AI with IoT, fitness guidance has become adaptive and responsive to user needs. 

AI algorithms can look at data collected from wearable devices and, therefore, track the 

patterns, make real-time adjustments to an exercise plan, and give personalized 

recommendations based on users' fitness levels, goals, and general health conditions. 

Despite their advantages, AI and NLP-based fitness chatbots have several issues. Data privacy 

and security pose significant challenges in this regard. These systems collect sensitive user data 

to provide relevant recommendations (Zhang & Chen, 2022). For building trust with users and 

between users and the AI-driven fitness platforms, user data should be used ethically and 

confidentially. 

Algorithmic bias is another significant challenge, as AI models may produce biased 

recommendations based on the training data used. Kumar et al. (2021) further emphasized the 

hybrid approach of using machine learning along with expert-driven rules to improve the 

reliability and credibility of the fitness guidance systems. This approach can provide human 

expertise combined with AI-driven insights, thus improving the accuracy and inclusivity of 

recommendations made by fitness chatbots. 

Another limitation is the gap between current AI models and human-like understanding. 

Although NLP models have advanced significantly, they still lack contextual nuances and 

complex user queries. Researchers are exploring hybrid AI models that blend deep learning 

techniques with domain-specific knowledge to enhance chatbot performance and 

personalization. 

The future of AI-based fitness guidance will be in augmented reality and virtual reality. 

According to Nguyen et al. (2023), augmented and virtual realities can be combined to make 

the workout more immersive, making the routine much more interactive and engaging for 

people. The promise of holistic fitness coaching could lie in the multi-modal AI systems that 

support both visual and auditory and text-based interactions. 

Chaudhari et al. (2024) proposed an AI-based computer vision fitness trainer for suggesting 

corrective feedback in real-time about exercise form and movement accuracy. This system 

provides corrective feedback based on the analysis of human poses and exercise repetitions to 

ensure users workout correctly and to an optimal level. 
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Umale et al. (2024) developed an AI-based smart fitness chatbot that can create individualized 

workout and diet plans. The chatbot provides the users with fitness suggestions based on the 

user profiles, activity levels, and dietary habits. It can change plans based on the time-

dependent progress. Patel and Sharma (2023) designed an AI-based system for fitness and 

nutrition that utilized image recognition in combination with NLP. The system allows users to 

get instant fitness and diet suggestions according to their choices. 

Riccio (2024) developed a Fitness AI Trainer utilizing computer vision and machine learning 

to track exercises and count repetitions automatically. This system employs convolutional 

neural networks (CNNs) for pose estimation and is designed to work through a web-based 

interface, making it highly accessible for users seeking real-time feedback on their workouts. 

3. Methodology 

In this section, the systematic approach to developing, training, and deploying the AI-driven 

fitness chatbot is highlighted. The methodology clearly comprehended the activity that shall 

have been executed in such a procedure so there is data collection, preprocessing, feature 

extraction, model training, evaluation, and deployment. This helps the chatbot deploy correct 

and personalized fitness recommendations using Machine Learning (ML) and Natural 

Language Processing (NLP) techniques. 

3.1 Data collection and preprocessing 

A basic dataset related to fitness-related queries and their respective intents, which involve 

workout routines, nutrition advice, and general fitness guides, was used to train the chatbot. 

This data was collected from trusted sources such as: 

• https://fitliferegime.com/ 

• https://www.healthline.com/ 

• https://www.garagegymreviews.com/ 

The dataset was formatted in JSON, containing: 

• User Queries: Fitness-related questions, such as "What exercises help with weight loss?" 

• Fitness Intents: Categories like "Weight Loss," "Muscle Gain," and "Senior Fitness." 

Preprocessing Steps: 

• Tokenization: Breaking down text into smaller components. 

• Lemmatization: Converting words to their base forms. 
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• Bag of Words (BoW): Encoding input into structured representations for intent 

classification. 

These techniques normalize text and improve intent prediction accuracy, ensuring the chatbot 

can effectively process user queries. 

3.2 Feature extraction 

Feature extraction converts user input into a structured format for machine learning processing. 

It begins with text preprocessing, where input is tokenized using NLTK’s word_tokenize and 

lemmatized with WordNetLemmatizer to unify word variations. The processed data is then 

transformed into a Bag of Words (BoW) representation, creating binary vectors that indicate 

word presence in a predefined list. Each input is tagged with a specific intent to train the model. 

During interactions, chatbot messages are tokenized, lemmatized, and converted into BoW 

vectors, allowing the model to predict user intent accurately. For example, if a user asks, "How 

can I lose weight?", the chatbot classifies it under the weight_loss intent. This structured 

approach enhances chatbot performance by improving intent recognition and response 

accuracy, leading to more effective interactions. 

3.3 Model training 

The chatbot model was developed using Keras with a sequential neural network architecture. 

First, pre-processed text data was converted into numerical vectors for training. The model 

comprises an input layer that accepts BoW representations, followed by hidden layers with 

Dense and Dropout layers using ReLU activation to extract patterns while preventing 

overfitting. The output layer uses a Softmax activation function for intent classification. The 

model was optimized using the Adam optimizer with a learning rate of 0.0001 and trained for 

300 epochs to enhance accuracy and generalization. 

 

Figure 1. Model Training 

Figure 1 is the process of training, which was divided into several steps: preprocessing of 

data, generation of training data, and building and training of the model. These steps greatly 

contributed to developing the neural network that backs the chatbot. 
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3.4 Model testing and validation 

After training, the chatbot was rigorously tested to evaluate its performance. Metrics such as 

accuracy, precision, and recall were used to measure intent classification accuracy and 

response relevance. Cross-validation techniques ensured the model’s ability to generalize 

across unseen user queries. Testing confirmed that the chatbot could correctly interpret user 

intent and improve interaction quality. 

 

Figure 2. Chatbot Interaction 

Figure 2. User interaction with the model. Here, the model is loaded with the training data 

and words as well as intents and the subsequent steps are user input processing, intent 

prediction, and finally the response based on the intent found. 

3.5 Deployment and real-time interaction 

The chatbot was deployed using Streamlit, providing a user-friendly platform for real-time 

engagement. The interaction process involves users entering fitness-related queries, which 

are preprocessed through tokenization and lemmatization. The trained model then predicts 

the user's intent and the chatbot generates a relevant response, offering fitness guidance 

tailored to the user’s needs. 

3.6 Performance evaluation of the chatbot 

The chatbot’s performance was evaluated using several metrics: 

• Precision: Measures the ability of the chatbot to understand the user’s intent.  

• User Satisfaction: Assessed by gathering user feedback on the chatbot’s responses.  

• Rate of Interaction: Evaluates how often users interact with the chatbot. 

 

3.7 Pseudocode for chatbot development 

BEGIN 

    // IMPORTS AND DEPENDENCIES 

    IN PORTUGUESE: IMPORTA NLTK, KERAS, STREAMLIT, JSON, PICKLE, NUMPY, 

SPACY 

    // TRAINING PHASE 
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    FUNCTION train_chatbot() 

        // INITIALIZE RESOURCES 

        The first step is to download punkt, and wordnet data sets from the NLTK library. 

        Initialize lemmatizer 

        // PULL AND QUANTISIFY INTENT INFORMATION 

        LOAD intents FROM 'demo.json' 

        Initialize empty lists: words, classes, documents 

        let ignore_words = [‘?’, ‘!’] 

        FOR each intent IN intents 

            FOR pattern in intent [‘patterns’] 

                Tokenize pattern INTO words 

                Append words TO words list 

                Append(words, intent[‘tag’]) TO documents 

                If intent['tag'] NOT IN classes 

     Append intent['tag'] To classes 

        Lemmatization STARTS, THEN DATA GET SORTED AND SAVED 

        Lemmatize words 

        Sort words and classes 

        SAVE words TO 'words.pkl' 

        SAVE classes TO 'classes.pkl' 

        // CREATE TRAINING DATA 

        Train list AS an empty list 

        Output Empty = [0, 0] for classes from LENGTH(classes) 

        FOR each document IN documents 

            Initialize bag AS empty list 

            pattern_words = document[0] 

            Lemmatize pattern_words 

            FOR each word IN words 

                If word is in the pattern_words then append 1 otherwise append 0 

            Set output_row = output_empty 

            have 1 output_row[classes.index(document[1])] = 1 

            Append [bag, output_row] TO training 
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        Shuffle training 

        Transform the training TO NumPy arrays 

        // BUILD AND TRAIN MODEL 

        Create the model and add the Dense layer with Dropout into it. 

        Segue, com o uso do modelo e do otimizador ‘Adam’. 

        Fit model ON training data 

        Store model SAY ‘chatbot_model.h5’ 

    END FUNCTION 

    // CHATBOT PHASE 

    FUNCTION start_chatbot() 

        // LOAD RESOURCES 

        Lemmatiser and the SpaCy model should be loaded 

        Intents, words, classes and model are necessary to LOAD them from their respective 

files 

        // DEFINE HELPER FUNCTIONS 

        FUNCTION clean_up_sentence(sentence : string) 

            DELIVER tokenized words and lemmatized words 

        END FUNCTION 

        FUNCTION bow(sentence) 

            Create bag of words AS [0] * LENGTH(words) 

            FOR each word OF clean sentence 

                IF word is in the list of words, set the bag of index to 1 

            RETURN bag as NumPy array 

        END FUNCTION 

        FUNCTION predict_class(sentence ,model) 

            bag_vector = bow(sentence) 

            The prediction of the model is as follows: res = 

model.predict(ARRAY([bag_vector]))[0] 

            RETURN filtered results over the ERROR_THRESHOLD 

        END FUNCTION 

        FUNCTION find_most_similar_intent(user_input, intents) 

            Initialize best_match, highest_similarity 

            FOR every single intent and pattern, determine similarity 
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            IF similarity is maximum then update best_match 

            Return best_match and have the highest_similarity. 

        END FUNCTION 

       FUNCTION chatbot_response(text) 

            intents_predicted, confidence = predict_class(text, model) 

            IF confidence > 0.60 THEN 

                RETURN number from predicted intent bases on random reply 

            best_match, similarity = closest_match_of_intent(text, intents) 

            IF similarity > 0.60 THEN 

                RETURN random response given the best match 

            RETURN fallback response 

        END FUNCTION 

  // STREAMLIT UI SETUP 

        Setting up the layout of the Streamlit app and the title 

        IF user clicks “Reset Chat” THEN all the messages sent in the chat interface are cleared.  

        IF user inputs message THEN add it to the messages and obtain its response 

        DISPLAY all messages 

    END FUNCTION 

    // MAIN EXECUTION 

    train_chatbot() 

    start_chatbot() 

END 

4. Implementation 

The fitness chatbot was developed in a controlled environment using Python due to its 

versatility and extensive AI, ML, and NLP libraries. Streamlit was used for the GUI, while 

TensorFlow and Keras powered the deep learning models. NLP processing, including 

tokenization and lemmatization, was handled by spaCy and NLTK. 

Development followed a structured approach, starting with the NLP module to analyze user 

queries and identify intents. Next, the ML model was designed to generate workout plans based 

on user input and integrated with the chatbot for real-time responses. 
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Challenges included handling diverse user queries and ambiguous inputs. To improve accuracy, 

NLP techniques were refined, and secondary responses were added to assist users effectively. 

5. Input/output result 

• Input 

 

Figure 3. Input 

• Output 

 

Figure 4. Output 

6. Performance evaluation 

The fitness chatbot was evaluated based on precision, user satisfaction, and engagement rates. 

It achieved an accuracy of 82.3%, effectively interpreting user intent. The recall score was 

80.5%, indicating that most relevant intents were correctly identified, though some were 

missed. The F1-score stood at 81.4%, balancing precision and recall. The neural network's 

strong performance was supported by multiple Dense layers and Dropout mechanisms for 

regularization. 
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User feedback played a key role in assessing the chatbot’s effectiveness. Many users 

appreciated the workout suggestions and simple navigation. Engagement levels increased, and 

the average user satisfaction rating was 4.2/5, indicating that expectations were largely met. 

However, some users found responses unclear or overly basic, highlighting the need for 

improved conversational depth. A fallback strategy using spaCy’s similarity comparisons 

helped in cases of low model confidence, but certain general and complex queries remained 

challenging. 

Despite its strengths, the chatbot has several limitations: 

• Scalability Issues: Performance slows when multiple users are active, requiring 

improvements in concurrency and response handling. 

• Intent Recognition: Difficulty in understanding compound expressions and individual 

terms, as it relies on predefined patterns from the intents.json file. 

• Response Limitations: Mostly dependent on predefined and similarity-based responses, 

restricting its ability to engage in diverse fitness discussions. 

• Static Nature: Operates on a fixed dataset, lacking dynamic updates to accommodate 

evolving fitness trends or new user requirements. 

To enhance performance, future iterations should integrate dynamic data sources and adaptive 

learning. Real-time data retrieval could improve the accuracy and relevance of fitness advice. 

Additionally, implementing self-learning mechanisms based on user feedback would enable 

the chatbot to refine its intent recognition and expand its conversational scope. These 

advancements would not only boost precision and efficiency but also enhance scalability, 

making the chatbot more responsive and capable of handling simultaneous interactions. 

6.1 Statistical results 

Table 1. Data overview 

Metric Value 

Total Patterns (Documents) 6,320 

Total Classes (Intents) 2,947 

Unique Words 1,293 

Total Responses 6,320 
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Table 2. Model architecture 

Layer Details 

Input Features 1,293 unique words (vocabulary size) 

Layer 1 512 neurons, ReLU activation, Dropout rate of 50% 

Layer 2 256 neurons, ReLU activation, Dropout rate of 50% 

Layer 3 128 neurons, ReLU activation, Dropout rate of 50% 

 
Table 3. Training configuration 

Parameter Value 

Epochs 300 

Batch Size 32 

Validation Split 20% 

 

Table 4. Performance metrics 

Metric Value 

Training Accuracy 80.2% 

Recall 80.5% 

F1-Score 81.4% 

User Satisfaction Rating Average rating of 4.2/5 

6.2 Similarity Score Analysis 

The similarity scores of eight different user inputs highlight the chatbot's ability to understand 

user messages. Initially, the similarity was low at 0.6 but improved, peaking at 0.95 by the 

fourth input. However, performance declined from inputs 5 to 7, reaching the lowest score at 

input 7. The chatbot then regained accuracy, achieving an overall similarity of 0.85 by input 8. 

Findings indicate that the chatbot performs best with repetitive or simple queries but struggles 

with diverse or unfamiliar ones. Its ability to recover suggests some flexibility, though further 

improvements are needed for handling varied queries more effectively. 
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Figure 5. Similarity Score Analysis 

6.3 Comparison, improvements, and limitations of the fitness chatbot 

 

Table 5. Comparison with other models 

Study Accuracy Methodology Datasets 

Proposed Model 82.3% Uses a neural network with 

Dense layers employing ReLU 

activation for pattern recognition 

and Softmax for intent 

categorization. Tokenization and 

stemming with a Bag of Words 

(BoW) model match user queries 

with intents. SpaCy is used for 

linguistic similarity. Streamlit is 

used for UI. 

Not specified 

Virtual Fitness 

Trainer Using AI 

(Chaudhari, H. P., 

Faras, A., & Patil, 

M. (2024)) 

Not 

specified 

Employs computer vision and 

machine learning for real-time 

pose estimation and feedback. 

Uses a 33-key-point detection 

method to analyze user 

movements. 

Data was collected 

from diverse 

exercise videos, 

annotated with 

ground truth labels 

for exercises, body 

keypoints, and 

repetition counts. 

AI-Based Smart 

Fitness Chatbot 

Not 

specified 

Uses ML algorithms to process 

user data and generate 

Not specified 
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(Umale, P., Dhoke, 

B., Ambadkar, V., 

Gangan, S., & 

Gorde, D. (2024)) 

personalized workout and diet 

recommendations. Integrates 

NLP for interactive guidance. 

AI-Based Fitness 

and Nutritional 

Guidance System 

(Patel, R., & 

Sharma, K. (2023)) 

Not 

specified 

Uses image recognition, chatbot 

interface, and adaptive feedback 

for fitness and nutrition. 

Implements Convolutional 

Neural Networks (CNNs) for 

recognizing food and exercise 

images. 

Uses datasets like 

Food-101 for food 

classification and 

fitness applications. 

Fitness AI Trainer 

with Automatic 

Exercise 

Recognition and 

Counting (Riccio, 

R. (2024)) 

Not 

specified 

Combines computer vision, pose 

estimation, and ML to track 

exercise repetitions. Provides 

real-time tracking via a web 

interface. 

Uses a dataset from 

Kaggle for real-time 

exercise recognition. 

Many AI-powered chatbots utilize various NLP techniques, such as rule-based models, 

retrieval-based approaches, and deep learning methods. Rule-based chatbots rely on predefined 

responses, limiting adaptability to diverse user inputs. Retrieval-based models, which use 

similarity matching to select appropriate responses, often struggle with complex, nuanced 

queries. More advanced systems incorporate transformer-based models like GPT, which 

generate dynamic responses but require extensive computational resources and may produce 

inconsistent advice. In contrast, our chatbot employs a hybrid approach, integrating machine 

learning with structured intent classification using a Bag of Words (BoW) representation. This 

method ensures accurate intent recognition while maintaining efficiency. By leveraging 

lemmatization, tokenization, and similarity-based fallback mechanisms, the chatbot refines 

responses to user queries more effectively than traditional retrieval-based systems. Unlike 

purely static models, our approach allows updates to training data, ensuring that the chatbot 

remains relevant to emerging fitness trends. This balance between precision, adaptability, and 

efficiency makes our approach a significant improvement over existing chatbot frameworks. 

Most fitness chatbots provide generic recommendations based on limited data from a single 

platform. In contrast, the chatbot used in this study sources information from multiple reliable 
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fitness websites, offering targeted guidance across various exercise forms (Yoga, Pilates, 

Strength Training, Cardio), fitness goals (weight loss, muscle gain, flexibility), and special 

needs (prenatal/postnatal fitness, senior programs, rehabilitation). It also considers available 

equipment, making its recommendations more precise. However, while its content is 

personalized, it relies on predefined responses, limiting adaptability to complex, dynamic 

inquiries. 

Unlike many chatbots that provide vague advice, this chatbot offers clear workout routines, 

nutrition tips, and exercise guidelines. Its structured recommendations help users take 

immediate action, enhancing their fitness journey. Additionally, it ensures information 

accuracy by avoiding outdated or misleading advice. However, its reliance on static data 

restricts its ability to address unique or evolving challenges beyond pre-scripted scenarios. 

The chatbot excels in simplicity and usability. Many fitness chatbots have complicated 

interfaces or require extensive personal data, while this chatbot offers straightforward answers 

without requiring users to input personal details like height or weight. This enhances privacy 

but limits recommendation precision, as it cannot tailor advice based on individual body 

composition or training preferences. 

In terms of cost-efficiency, the chatbot provides expert-curated fitness information at a lower 

price than many advanced systems. It is easily updated with new fitness trends, ensuring 

relevant content, unlike chatbots with slow update mechanisms. However, it lacks AI-driven 

features such as real-time performance analysis, which could enhance user experience. 

Finally, while most chatbots target specific users—either beginners or athletes—this chatbot 

caters to all fitness levels. Its versatility benefits a broad audience, from first-time exercisers to 

intermediate users. However, it may lack the depth of information required by advanced 

athletes or those with specialized training needs. 

7. Future enhancements 

Utilization of Large Language Models (LLMs): By incorporating LLMs like GPT or BERT 

among the solutions used, a special emphasis is made on enhancing the scope of the chatbot as 

a natural language understanding instrument. These models can make more appropriate 

meanings out of complicated queries, and refine their answers, resulting in more interesting 

and efficient talks to the user. 
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Integration of Additional User Data: Nutrition data along with historical fitness activities will 

also be incorporated to improve the response given by the chatbot. This would enable far more 

accurate interactions to reflect the interests of specific users in terms of their profiles. 

Real-time Data from Wearable Technologies: They suggested that incorporating wearable 

devices to monitor the users' physiological data in real-time would give the users instant and 

practical fitness tips. This feature would improve the level of user interactions because aside 

from the typing and keyboard movements the activity level of the user and other health 

parameters could be captured and be factored by the chatbot. 

8. Conclusion 

This study measures the application of ML and NLP in AI-fitness chatbot development, 

showing that such chatbots can successfully provide advice on fitness, monitor user progress, 

and encourage interactive participation among users. Additionally, more user comments have 

also mentioned that the chatbot should be designed even more skillfully to support users in 

dealing with more questions. 

Therefore, through AI, ML, and NLP, there can be a reform in the fitness industry by the 

chatbots developed. These provide customized, hence cost-effective and sustainable value 

fitness solutions that enhance significantly greater user engagement and adherence to the 

fitness programs. 

There is, therefore a compelling case for further research in this emerging area as it matures. 

Future efforts should center on refining and extending these conversation entities to include 

data captured from wearable devices. Advances in this area might lead to fitter fitness practices 

and enable the harmonious resolution of tailored fitness training with economic feasibility. 

Here's a general outline for the References page, assuming you will be referencing articles, 

books, and web sources relating to AI, ML, NLP, and fitness chatbots. Follow the cited sources 

as they appear in your paper. 
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